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Abstract—Image is a work of art that describes or store visual 
perception. That has an exactly same appearance to subject – 
normally a physical object or a person. Therefore, images 
providing a representation of real time physical objects. 
Additionally, representation of 2 dimensional data and their 
patterns analysis is basic interest of the given paper. As a part 
of object recognition, the image and their objects can be 
recognised using their pattern. But there are some issues are 
involved for finding the essential patterns from image data. 
First, the amount of data to be analysed, Secondly, a simple 
and single class may have a huge amount of data to be process 
due to their class definition. In this context, dimensionality 
reduction techniques are helpful for reducing amount of data 
and finding the accurate pattern form the image data. 
Therefore, in this paper PCA, LDA and ICA methods are 
studied. These techniques are the most popular and frequently 
used method of pattern extraction from different kind of data 
types i.e. image and huge datasets. In addition of that, these 
techniques are helpful in classifying the objects based on their 
extracted pattern. The presented paper introduces discussion 
about these techniques.  

 
Keywords— PCA, LDA, ICA, Pattern extraction, feature 
selection. 

I. INTRODUCTION 

Image is a basically 2D data for representing a real time 
object. But to store the objects image contains a large 
amount of data. If an image is compared with another 
image by pixel values, than a large amount of resources are 
consumed. Therefore, Data Patter analysis can be played an 
important role for recognizing objects in a given image. 
Pattern analysis is an essential application of the data 
mining. In this context training is performed in order to 
discover meaningful information from the available data. 
Additionally, to identify the patterns form data feature 
selection approaches are applied. The presented paper 
involves the study of feature selection techniques i.e. LDA, 
PCA and ICA. These techniques are statistically analyse 
data to recover meaningful patterns (correlation and 
difference) from image data in order to recognize hidden 
pattern form similar class data.  

In object recognition process a single class can have 
more than one class definitions; therefore an object can be 
defined by the multiple views. So, a technique is required to 
recover the hidden patterns from the data using the 
extracted features. As given in figure 1, the learning process 
required extracting the features form the images, these 
feature vectors are correlated using the feature selection 
process, to reduce the amount of data dimensionality 
reduction techniques are helpful. 

Therefore in the next section some frequently used 
techniques are described.  

 
Figure 1 object recognition 

II. FEATURE SELECTION TECHNIQUES 

This section includes a brief introduction about the 
feature selection techniques that are frequently used now in 
these days. 

A. Independent Component Analysis 
ICA is a general-purpose statistical technique in which 

perceived random data are linearly transformed into 
components that are extremely independent from each other, 
and concurrently have “interesting” distributions. ICA can 
be formulated as the estimation of a latent variable model. 
The in-built notion of maximum non-Gaussianity can be 
used to develop different objective functions whose 
optimization supports the approximation of the ICA model. 
Otherwise, one may use more conventional notions like 
maximum likelihood approximation or minimization of 
reciprocal information to estimate ICA; somewhat 
unexpectedly, these methods are about equivalent. 
Computationally, a very efficient technique Fast-ICA 
algorithm is also available for actual calculation. 
Applications of ICA can be found in many different areas 
such as biomedical signal processing, audio processing, 
image processing, and telecommunications [11]. 

B. Principal Component Analysis 
Principal Components Analysis is a way of recognizing 

patterns in data, and expressing the data in such a manner as 
to focus their differences and similarities. Subsequently 
patterns in data may be complex to discover in data of high 
dimension, where the luxury of graphical representation is 
not available, PCA is a powerful tool for analysing data. 
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The key advantage of PCA is that once we have found the 
patterns in the data, and you compress the data, i.e. by 
reducing the number of dimensions, without much loss of 
information. This technique used in image compression [1]. 

C. Linear Discriminant Analysis 
There are many possible techniques for classification of 

data. Principal Component Analysis and Linear 
Discriminant Analysis are commonly used techniques for 
dimensionality reduction and data classification. Linear 
Discriminant Analysis easily handles the case where the 
within-class frequencies are unequal and their performances 
have been examined on randomly generated test data. This 
technique maximizes the proportion of between-class 
variance to the within-class variance in any specific data set 
in that way promising maximal separability. The Linear 
Discriminant Analysis is used for classification issues such 
as speech recognition. The key difference among LDA and 
PCA is that PCA perform feature classification and LDA 
works for data classification. The shape and location of the 
inventive data sets changes when transformed to a different 
space in PCA, on the other hand LDA doesn’t change the 
location but only attempts to offer more class separability 
and induce a decision region among the given classes. This 
technique also supports to better recognize the distribution 
of the feature data [2].  

III. ALGORITHM STUDY 

In this section of the presented paper we learn about the 
different feature selection algorithm namely PCA, LDA and 
ICA. 

A. Principal Component Analysis (PCA)  
It is an traditional method of face recognition which is 

based on the Karhunen-Loeve Transform (KLT), works on 
dimensionality reduction in face recognition. Turk and 
Pentland used PCA exclusively for face recognition[4]. 
PCA computes a set of subspace basis vectors for a 
database of face images. These basis vectors are 
representation of an images which is correspond to a face – 
like structures named Eigen-faces. The projection of images 
in this compressed subspace allows for easy comparison of 
images with the images from the database [3]. 

• Acquire an initial set of N face images (training 
images). 

• Calculate the Eigen-face from the training set 
keeping only the M images that correspond to 
the highest eigen values. These M images define 
the “face-space”. As new faces are encountered, 
the “Eigen-faces” can be updated or 
recalculated accordingly. 

• Calculate the corresponding distribution in M 
dimensional weight space for each known 
individual by projecting their face images onto 
the “face space”.  

• Calculate a set of weights projecting the input 
image to the M “Eigen-faces”.  

• Determine whether the image is a face or not by 
checking the closeness of the image to the “face 
space”.  

• If it is close enough, classify, the weight pattern 
as either a known person or as an unknown 
based on the Euclidean distance measured.  

• If it is close enough then cite the recognition 
successful and provide relevant information 
about the recognized face from the database 
which contains information about the faces.  
 

Mathematically, it can be explained as given below. 
Assume ( ଵܺ, ܺଶ, ܺଷ, … , ܺ௠)  is a set of M train set from N 
face images arranged as column vector. Average face of set 
can be defined as: ߮ = ෍ܺ௡ெܯ1

௡ୀଵ  

Each face differs from the average by vector ∅௜ = ௜ܺ − ߮ 
When applied to PCA, this large set of vectors seeks a set 

of M orthogonal vectors Un, which describes the 
distribution of data. 

The Kth vector Uk is chosen such that ߴ௞ = ෍ሾܷ௞்ܯ1 ∗ ∅௡ሿଶெ
௡ୀଵ  

is maximum, applied to ܷ௞்ܷ௞ = ௟௞ߜ = (ݔ)݂ = ൜ 1, ݂݅	݈ = ݇0,  ݁ݏ݅ݓݎℎ݁ݐ݋

The vector Uk and scalarߴ௞ are the eigenvectors and 
eigenvalues respectively of the covariance matrix ܥ = ෍∅௡∅௡்ெܯ1

௡ୀଵ  =  ்ܣܣ
Where ܣ = ሾ∅ଵ, ∅ଶ, … , ∅ெሿ 
 
B. Linear Discriminant Analysis (LDA) 
LDA also known as Fisher’s Discriminant Analysis, is 

another dimensionality reduction technique. It is an 
example of a class specific method i.e. LDA maximizes the 
between – class scattering matrix measure while minimizes 
the within – class scatter matrix measure, which make it 
more reliable for classification. The ratio of the between – 
class scatter and within – class scatter must be high[5]. 
Basic steps for LDA:  
Calculate within - class scatter matrixܵௐ: ܵௐ =෍෍൫ ௜ܺ௝ − ௜௝ݔ௝൯൫ߤ − ௜൯்௡ೕߤ

௜ୀଵ
஼
௝ୀଵ  

Where ௜ܺ௝is the ith sample of class j is ߤ௝is the mean of 
class j, C is the number of classes, ௝ܰ is the number of 
samples in class j. Calculate between-class scatter matrixܵ஻: ܵ஻ =෍൫ߤ௝ − ௝ߤ൯൫ߤ − ൯்஼ߤ

௝ୀଵ  

Where µ represents the mean of the classes. Calculate the 
eigenvectors of the projection matrix  ܹ =  (ௐିଵܵ஻ܵ)݃݅ܧ

Each and every test image is projected to the same 
subspaces and compared by the training images.  
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C. Independent Component Analysis (ICA) 
Generalization View of the PCA is known as ICA. It 

minimizes the second order and higher order dependencies 
in the input and determines a set of statistically independent 
variables or basis vectors. Here we are using architecture I 
which finds statistically independent basis images[6]. Basic 
steps for ICA[7]: 

Collect ௜ܺ of n dimensional data set X, i = 1, 2, 3… M. 
Mean corrects all the points: calculate mean and subtract it 
from each data point, − Calculate the covariance matrix: ܥ = ( ௜ܺ − )(௫ܯ ௜ܺ −  ்(௫ܯ

The ICA of X factorizes the covariance matrix into the 
following form: ܥ =  ்ܨ∆ܨ

Where ∆isa diagonal real positive matrix.  
F transforms the original data X into Z such that the 

components of the new data Z are independent: X=FZ [3]. 
This section describes the algorithms of statistical 

analysis for image data. The next section includes the 
detailed discussion of advantages and limitations of PCA, 
LDA and ICA algorithm. 

IV. DISCUSSION 

In this section we discuss, where these methods are 
beneficial and also the limitation of these methods, to be 
adopt in implementation.  
Principal component analysis (PCA) 

Principal component analysis (PCA) is a standard tool in 
modern data analysis - in diverse fields from neuroscience 
to computer graphics - because it is a simple, non-
parametric method for extracting relevant information from 
confusing data sets. With minimal effort PCA provides a 
roadmap for how to reduce a complex data set to a lower 
dimension to reveal the sometimes hidden, simplified 
structures that often underlie it [8]. 

Importance of PCA is manifested by its use in so many 
different fields of science and life. PCA is very much used 
in neuro-science, for example. Another field of use is 
pattern recognition and image compression, therefore PCA 
is suited for use in facial recognition software for example, 
as well as for recognition and storing of other biometric 
data. Many IT related fields also use PCA, even artificial 
intelligence research. According to Jolliffe (2002) PCA is 
also used in research of agriculture, biology, chemistry, 
climatology, demography, ecology, food research (?), 
genetics, geology, meteorology, oceanography, psychology, 
quality control, etc. But in this PCA is a special case of 
Factor Analysis that is highly useful in the analysis of many 
time series and the search for patterns of movement 
common to several series (true factor analysis makes 
different assumptions about the underlying structure and 
solves eigenvectors of a slightly different matrix). This 
approach is superior to many of the bivariate statistical 
techniques used earlier, in that it explores the 
interrelationships among a set of variables caused by 
common "factors," mostly economic in nature [1]. 

PCA is a way of identifying patterns in data, and 
expressing the data in such a way as to highlight their 
similarities and differences. A primary benefit of PCA 

arises from quantifying the importance of each dimension 
for describing the variability of a data set. PCA can also be 
used to compress the data, by reducing the number of 
dimensions, without much loss of information.  

When using principal component analysis to analyze a 
data set, it is usually possible to explain a large percentage 
of the total variance with only a few components. Principal 
components are selected so that each successive one 
explains a maximum of the remaining variance, the first 
component is selected to explain the maximum proportion 
of the total variance, the second to explain the maximum of 
the remaining variance, etc. Therefore, the principal 
component solution is a particularly appropriate test for the 
existence of a strong market factor.  

PCA is completely nonparametric: any data set can be 
plugged in and an answer comes out, requiring no 
parameters to tweak and no regard for how the data was 
recorded. From one perspective, the fact that PCA is non-
parametric (or plug-and-play) can be considered a positive 
feature because the answer is unique and independent of the 
user. 

Limitations in PCA occur mainly due to the previously 
mentioned main assumptions and the data at hand. PCA is 
not a statistical method from the viewpoint that there is no 
probability distribution specified for the observations. 
Therefore it is important to keep in mind that PCA best 
serves to represent data in simpler, reduced form. It is often 
difficult, if not impossible, to discover the true economic 
interpretation of PCs since the new variables are linear 
combinations of the original variables. In addition, for PCA 
to work exactly, one should use standardized data so that 
the mean is zero and the unbiased estimate of variance is 
unity: ܼ௜ = ௜ݔ − ௫ߪ௫ߤ  

Whereܼ௜ = ݅௧௛standardized variable. 
This is because it is often the case that the scales of the 

original variables are not comparable and that (those) 
variable (variables) with high absolute variance will 
dominate the first principal component.  

There is one major drawback to standardization, however. 
Standardizing means that PCA results will come out with 
respect to standardized variables. This makes the 
interpretation and further applications of PCA results even 
more difficult. The mission when using PCA is often to get 
rid of correlation and interdependence of variables.  

PCA succeeds in getting rid of second order dependences, 
but it has trouble with higher-order dependencies. This 
problem might be solved by using kernel PCA or 
independent component analysis. The fact that PCA is 
agnostic to the source of the data is also a weakness. 

 
Linear Discriminant Analysis 
Eigen value = sum of squared correlations of the 

discriminant function scores with the p original variables 
canonical correlation varies from 0 to 1 never taking on 
negative values More easily interpreted than an eigen value, 
though, is a direct expression of the proportion of between-
group separation that is provided by each discriminant 
function.  This proportion is computed by dividing the 
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eigen value for a given discriminant function by the sum of 
the eigen values for all of the discriminant functions [9]. 

In SPSS the loadings are called the Canonical Structure 
Matrix. In SPSS the raw canonical coefficients are used to 
form a discriminant function that can be used to compute 
discriminant function scores for each person.  The means of 
these scores form the centroids in the plots. 

Advantages of Discriminant Analysis 
1. Multiple dependent variables 
2. Reduced error rates 
3. Easier interpretation of Between-group 

Differences:  each discriminant function 
measures something unique and different. 

Disadvantages of Discriminant Analysis 
Interpretation of the discriminant functions:  mystical 

like identifying factors in a factor analysis Assumptions: 
1. Each discriminant function formed is distributed 

normally in each group being compared. 
2. Each discriminant function is assumed to show 

approximately equal variances in each group. 
3. patterns of correlations between variables are 

assumed to be equivalent from one group to the 
next 

4. the relationships between variables are assumed 
to be linear in all groups 

5. no dependent variable may be perfectly 
correlated to a linear combination of other 
variables (Multi-co-linearity) 

6. Discriminant analysis is extremely sensitive to 
outliers. 

Interpretation of discriminant functions: 
1. Begins with a series of univariate tests to 

determine which of the original dependent 
variables have contributed to the overall 
significance of the discriminant functions. 

2. A discriminant function can be interpreted by 
determining which groups it best separates. 

3. Correlations between a discriminant function 
and the original dependent variables can reveal 
what conceptual variable the discriminant 
function represents. 

Independent Component Analysis (ICA) 
This paper surveyed contrast functions and algorithms for 
ICA. ICA is a general concept with a wide range of 
applications in neural computing, signal processing, and 
statistics. ICA gives a representation, or transformation, of 
multidimensional data that seems to be well suited for 
subsequent information processing. This is because the 
components in the representation are 'as independent as 
possible' from each other, and at the same time 'as non-
Gaussian as possible'. The transformation may also be 
interesting in its own right, as in blind source separation 
[10]. 
In the discussion of the many methods proposed for ICA, it 
was shown that the basic choice of the ICA method seems 
to reduce to two questions. First, the choice between 
estimating all the independent components at the same 
time, and estimating only a subset of them, possibly one-

by-one. Most ICA research has concentrated on the first 
option, but in practice, it seems that the second option is 
very often more interesting, due to computational and other 
considerations. Second, one has the choice between 
adaptive algorithms and batch-mode (or block) algorithms. 
Again, most research has concentrated on the former 
option, although in many applications, the latter option 
seems to be preferable, again for computational reasons. 
In spite of the large amount of research conducted on this 
basic problem by several authors, this area of research is by 
no means exhausted. It may be that the estimation methods 
of the very basic ICA model are so developed that the 
probability of new breakthroughs may not be very large.  

V. CONCLUSION  

The given paper is an evaluation of the feature extraction 
and selection technique. Where in order to find most 
optimum method is ICA, LDA and PCA statistical method 
is analysed. Due to literature collection and studied research 
article that is found that LDA is most optimum technique 
for the object recognition purpose, because of the proposed 
model includes more than one class definitions for a single 
object. 

In near future a complete object recognition model is 
proposed and implemented using java technology and 
results are simulated. 
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